**A Stable Consensus Protocol in Wireless Blockchain System**

**Abstract**

# Introduction

随着无线通信技术和区块链技术的高速发展，许多研究者都探索将区块链技术用于无线网络的应用，如移动边缘计算[1]、智能5G[2]、车联网[3]等领域。区块链技术可以在分布式环境下提供可信赖和安全的资源共享服务，受到了学术界和工业界的高度关注。区块链的去中心化、持久性和可追溯等特性，使得将其与智能合约技术相结合时，能为克服无线网络应用中存在的安全和信任问题提供了新的解决方案。将区块链技术融入无线网络可以在无线环境中提供安全、可信、高效的资源共享、数据交互、安全接入控制、数据溯源和身份认证等服务。

目前，无线网络相关的区块链研究都直接将互联网中经典的区块链协议应用到无线网络环境中。这些区块链协议使用的共识算法通常依赖大量的资源消耗（比如，工作量证明[4]）、复杂的设计（比如，权益证明[5]）或者可靠的通信(比如PBFT[6])。尽管这些区块链协议在互联网上运行良好，但它们不适用于资源有限且信道不稳定的无线网络。无线网络的开放通信特性极大地受到环境的影响，信道带宽不稳定和易受干扰攻击是无线网络通信面临的瓶颈。这些都限制了传统区块链共识算法与无线网络相结合的应用，这也是我们研究无线网络上区块链协议的动机。

最近，一些研究工作利用无线网络的特性设计区块链共识协议，使之适用于无线网络通信环境。考虑移动无线自组织网络中节点的高动态特性，Z.Jiao 等人 [7] 设计了一种基于工作量证明算法的稳定感知区块链共识协议。该算法根据感知的节点信息和工作量证明选举首领达成共识，在确保协议稳定运行的同时提高性能。根据无线广播通信时延的特点，Z.Jiang等人[8]提出基于女巫证明的拜占庭容错共识协议，该协议能够在无线网络中实现实时共识。Q.Xu等人[9]利用无线网络广播通信的特点提出基于通信（Proof-of-Comunication）的无线区块链共识协议。Y.Zou等人[10]利用无线网络的广播通信特点提出了适用于许可无线区块链网络的快速共识协议。此外，考虑到无线信道易受干扰的特征，M.Xu 等人提出了可以抵抗干扰攻击的基于 Proof-of-Channel 共识算法的单跳无线区块链共识协议 BLOWN[11]。考虑多跳无线网络的通信特征，M.Xu 等人采用最大独立集构建通信骨架的方式，提出了一种能够容错的快速区块链协议 wChain[12]。这些无线区块链共识协议要么依赖参与者的资源实现共识，要么以通信交互的方式实现共识。其中，出块节点的正确性将极大的影响共识过程，一旦出块节点发生故障将直接导致共识失败。

本文为了解决上述无线区块链共识协议面临的问题，提出了一个适用于单跳无线网络的稳定区块链共识协议，该协议是一个类权益证明共识协议。我们的协议采用可验证随机选择方案和门限签名方案实现共识。在该协议中，根据节点的剩余活动时间和生成区块数量定义的节点稳定度，采用随机、非交互的方式选举每一轮的出块节点。参与共识的节点只知道自身是否成为出块节点，并不知道具体是谁当选为出块节点。但是，每个节点都可以独立验证出块节点的合法性。这个设计可以降低选举出块节点的资源消耗和节点被敌手腐蚀的风险。此外，我们采用门限BLS签名方案对出块节点和区块验证共识过程解耦，区块确认终止过程可以由系统中所有正确的共识节点收集足够的投票来实现，并不单独依赖出块节点发出公告。这个设计可以提高系统共识过程的稳定性和处理交易效率，降低由于节点故障或者通信链路不稳定导致无法达成共识的风险。

我们的主要贡献总结如下：

* 我们提出一种融合随机可验证选举方案和阈值BLS签名方案的稳定共识协议，可以在不稳定的无线网络环境中稳定地生成区块并实现共识。
* 我们通过节点的生存期和生成的节点块的数量来定义节点的稳定性。我们确定了权重系数，并分析了节点稳定度函数的敏感性。
* 根据节点的稳定性采取随机可验证的方式选举优质出块节点生成区块；采用门限BLS签名机制解耦出块节点和共识协商过程，提高协议的鲁棒性。
* 区块最终确定过程只能通过一轮部分签名交换来完成。因此，我们共识协议的强一致性可以有效避免区块链分叉。
* 当对手控制的投票权不足50%时，我们的协议保证了正确节点的持久性和活跃性。
* 最终，我们通过大量的仿真研究验证我们的理论分析。

本文剩余部分组成如下。下一节介绍区块链共识协议、无线共识算法和门限BLS签名方案等相关工作。第三节提出我们的模型和假设。第四节详细介绍稳定共识协议的细节。第五节讨论了协议的安全性和性能。第六节会给出共识协议相关的仿真结果。最后，在第七节给出了本文的结论。

# Related Work

## 2.1 Blockchain Consensus Protocols

我们将当前的区块链共识协议分为基于资源证明的共识协议和基于协商的共识协议，更详细全面的区块链分类的综述可详见[13]。

基于资源证明的共识协议中共识节点通过物理资源（比如，算力，存储等）或虚拟资源(比如，股份和名誉等）证明方式来竞争获取每一轮的出块权限。其中，最典型的基于物理资源证明的共识算法是比特币和以太坊使用的工作量证明(Proof of Work[4])。共识节点通过消耗的计算资源证明来获得出块权限。但是PoW共识算法并不支持即时共识最终性[14]，在敌手的算力小于总算力 时可以通过多个区块确认来保证协议的概率一致性。因此，采用这类共识算法的区块链协议在共识过程中区块确认的时延比较大，处理交易的吞吐量比较有限。此外，基于物理资源证明的共识算法还有Burstcoin项目[15]中的空间证明 (Proof of Sapce, PoSpace)，共识参与者通过占用的内存或磁盘空间来竞争出块权限；以及燃烧证明（Proof of Burn）[16]，共识参与节点通过烧毁另一种“货币”，比如比特币，来获得生成区块的权限。物理资源证明共识算法需要通过消耗物理资源来获得生成区块的权限，这个过程会导致大量资源的浪费，对环境并不友好。为了降低共识的成本，提出了使用虚拟资源证明共识算法代替物理资源证明共识算法。典型的虚拟资源证明的共识算法是的权益证明(Proof of Stake, PoS)[5]，参与共识的节点根据所持有的股份作为选举成为出块节点的权限证明，股份越多的节点成为出块节点的概率就越大。以太坊中的Casper[17]是混合PoW和PoS的共识协议，旨在用PoS取代PoW。此外，虚拟资源证明的共识算法还有GoChain项目中的信誉证明(Proof of Reputation, PoR)[18]，共识参与节点需要拥有足够的信誉才能获取出块权限。虚拟资源证明共识算法的共识过程并不需要消耗实际的资源，对于环境比较友好。

基于协商的区块链共识协议中，所有共识的节点通过执行本地计算和广播消息与其他节点通信协商对提出的区块达成共识。采用这种共识算法的区块链协议可以容忍协议中出现拜占庭故障，还能为区块链共识协议提供强一致性。典型的协商共识算法是Fabric v0.6.0[19]中实现的拜占庭容错算法(Practical Byzantine Fault Tolerant, PBFT[6])。该共识算法从全网节点中选举出块节点负责创建区块，通过与其他节点投票协商对区块达成全网共识。实际拜占庭容错协议无权益抵押或者资源的消耗会降低恶意节点的作恶成本，但是通过节点协作机制可以排除恶意行为对共识的影响。典型的协商共识算法还有NEO项目[20]中提的出DBFT算法，授权的共识节点将获取共识权限并通过投票协商对区块达成共识。Zyzzyva[21]中的SBFT共识算法通过让指定节点收集签名降低BFT共识的通信开销，但是仍然需要两轮通信完成签名聚合。此外，Cosmos[22]中所采用的Tendermint共识算法实现了首领节点轮换机制和扩展交易传输，从而提高区块链共识协议的性能；Algorand共识算法[23]采用了拜占庭一致性协议(Byzantine Agreement, BA)与随机可验证选举方案，通过协商投票达成共识。大部分协商类共识算法的共识协商过程依赖可信的首领节点，一旦首领节点出现故障将直接导致共识无法达成，只能通过切换视图来确保共识算法的活性。此外，协商类共识算法通常需要可靠的消息传输模型，因此具有较高的通信时间复杂度。比如，拜占庭共识算法的时间复杂度为，当节点数量增加时，共识时延会急剧提升，平均吞吐量会迅速下降。因此，这类算法更适用于较少网络节点的场景。

## 2.2 Consensus Protocols for Wireless Networks

由于我们得分研究与无线网络密切相关且共识算法是区块链协议的核心，我们简单介绍一下无线网络中共识算法的研究进展。

（待补充）介绍当前有哪些无线网络相关的共识协议

C．Newport和 P.Robinson[]提出了无线系统中的分布式容错共识协议。该协议

目前，一些研究者利用无线网络通信特性提出适用于无线网络的共识协议。利用无线信道的干扰特性，文献[31~34]提出了在无线通信网络中快速达成共识的协议以及实现平均一致性和最大一致性的共识协议。文献[35]利用多径和频率选择性信道的网络模型，为无线传感器网络设计了一种分布式一致性算法。文献[37]提出了一个专为资源受限的无线自组织网络设计的异步拜占庭共识协议。为了提高在无线网络中提高区块链共识的效率，利用无线广播特性设计快速区块链共识协议[3,4,6]。文献[7]中，作者提出基于无线信道证明的单跳无线区块链网络共识协议，该协议可以有效的抵抗干扰攻击。文献[8]中，作者通过构建通信骨架的方式提出了适用于多跳无线网络的区块链共识协议，能够快速地完成数据收集并且对提出的区块达成共识。

## 2.3 Threshold Signature Scheme

门限签名方案[40]可以帮助区块链共识协议在通信不稳定的无线网络中达成最终共识。节点利用自己的私钥对共识结果进行签名，通过将不同节点对共识结果的签名聚合成一个唯一的完整签名，最终利用聚合公钥对共识结果进行验证并完成共识。

BLS签名方案[38]是利用循环群和双线性映射的特性来构造聚合签名，实现多方签名和验证。在BLS签名方案中，记 $G\_{1}$ 是阶为 $p$ 的循环群，且生成元是 $g\_{1}$, $H:\{0, 1\}^{\*}\rightarrow G\_{1}$ 是一个安全Hash函数，公开参数 $(G\_{1}, g\_{1}, p, H)$ 是全局信息。记节点 $i$ 的私钥为  $pri\_{key}^{i}$，计算得到公钥 $pub\_{key}^{i} = pri\_{key}^{i}\times G\_{1}$，Hash计算要签名的消息 $MSG$ 的确保消息的完整性 $H(MSG)^{i}$，用私钥签名得到 $sign\_{i} = pri\_{key}^{i}\times H(MSG)^{i}$。验证者可以通过签名者的公钥验证 $(g\_{1}, pub\_{key}^{i}, H(MSG), sign\_{i})$ 是否有效。

门限BLS签名方案源于BLS签名方案，由于聚合签名的生成与BLS签名方案是一致且最终恢复聚合签名的结果是一个无需交互的计算过程，因此门限BLS签名方案的工作方式是非交互式和分布式的。门限签名方案由密钥生成算法、签名生成算法和验证算法。密钥生成算法使用分布式密钥生成协议[39]向共识节点分发相应密钥。签名生成算法包含了一个最终签名生成协议，主要是生成节点的签名和根据多个节点的签名计算得到一个完整的签名，最后输出是集合签名的\*\*拉格朗日插值\*\*，签名验证算法使用分布式密钥生成协议生成的聚合公钥对最终签名结果进行验证。

为了确保在无线共识网络中能稳定达成共识，我们将一个 $t-n$ BLS门限签名方案与共识协议相结合。因此，我们的共识协议使得即使部分节点对区块共识结果的签名丢失，也能最终达成共识。由于聚合签名可以由任意共识节点执行，因此除了出块节点之外的正确共识节点都能发布最终共识结果。只要节点能够收集到足够的部分签名聚合形成共识完整的签名，就能完成区块确认并发布最终结果。这个设计极大地降低了由于出块节点故障或者链路不稳定导致无法达成共识的风险。同时只需要一轮通信就能完成区块的共识过程，减少了与其他的协商通信，从而极大地减少了共识过程中的通信成本。

# Models And Assumptions

## 3.1 Blockchain Basics

在无线区块链系统中，我们假设每个节点局部地维护一个由区块哈希链接形成的区块链，每个区块中会包含多个交易，分别记 $BC, B, tx$ 为区块链、区块和交易。交易由一组引用其他交易的输入和输出组成，以及由其发行者生成的签名以证明其有效性。区块的数据结构包括区块头和区块体，区块体主要包括原始的交易信息，区块头则记录区块的基本信息，包括区块ID，父区块Hash、区块Hash、区块最终签名 $sig\_{f}$ 和时间戳等信息。

## 3.2 Network Model

在本文中，我们考虑了一个由 $N$ 个任意部署在通信区域的节点集合 $V$ 组成的无线网络。在实际场景中，这样的网络可以是构建在一组无人机之间或者车联网之间。所有的网络节点之间是全连接的，即网络中任意一对节点都在彼此的无线通信范围之内。每个节点具有一个半双工发射器可以发送和接收消息或者感知信道，但是不能同时收发消息或者同时发送和感应信道。假设每个节点知道其他节点的ID、位置以及公钥。我们假设每个节点进入之后会分配得到一个密钥对，由分布式密钥生成协议分发给各个节点。我们的共识协议依赖可信的密码系统，假设签名和加密过程都是安全可信的。

## 3.3 Interference Model

无线网络中节点之间的通信会受到环境和干扰的影响，我们假设消息是在瑞利信道中传输。根据无线通信中小尺度衰落的特性，接收节点处的信噪比可以表示为

$$SNR = \frac{P hr^{-\alpha}}{\sigma^2}$$

其中 $P$ 是节点的发射功率； $h$ 表示瑞利衰落中非负功率增益随机变量，服从指数为 $1$ 的负指数分布；$r$ 是两节点之间的距离；$\alpha$ 是路径损耗指数；$是\sigma^2$ 是干扰噪声功率。设定无线网络的信噪比阈值 $\beta$ 是由节点的硬件设备决定的。我们假设每个节点都能够进行物理载波监听。在一个半径为 $R$ 的圆形网络区域中，发送节点到接收节点的距离 $r$ 的密度函数为 $f(r) = \frac{2r}{R^2}$，节点传输消息平均成功的概率为

$P\_s = \int\_0^R P\{SNR >\beta\}f(r)dr = \frac{2\pi\gamma}{N}\int\_0^{\sqrt{\frac{N}{\pi\cdot\gamma}}}\exp\{\frac{-\sigma^2\cdot r^\alpha\cdot \beta}{P}\}rdr,$

当 $\alpha = 2$ 时，节点传输成功的平均概率为 $P\_s = \frac{P\cdot \pi\cdot \gamma}{\sigma^2\cdot \beta\cdot N}\cdot(1 - \exp\{-\frac{\sigma^2\cdot \beta\cdot N}{P\cdot \pi\cdot \gamma}\})$。

## 3.4 Adversary

假设存在敌手可以自由地进出网络，并且最多能够控制网络中不超过 $50\%$ 的投票权，敌手的恶意行为如下：

\* 敌手节点可以发起女巫攻击，即伪造多个身份，在共识过程中并不传输任何对达成共识有效的消息或者生成有效区块；

\* 假设敌手可以在任意时刻制造噪声干扰其他诚实节点的消息传输。敌手可以发起阻塞攻击(Jamming Attack)，在长度为 $T$ 的时间区间内，敌手最多可以发起 $(1-\epsilon)T, 0<\epsilon\leq 1$ 次阻塞攻击，即在 $T$ 轮中敌手最多可以阻塞 $(1-\epsilon)T$ 轮。

在本文中，我们说一个事件 $E$ 有很高概率发生,如果对任意 $c\geq 1$，事件 $E$ 发生的概率为 $1 - \frac{1}{N^{c}}$。

# The Stable Consensus Protocol

在本小节，我们首先介绍稳定共识协议的概览，之后介绍协议的细节。

## 4.1 Overall Architecture

在本小节中，我们主要提出稳定共识协议的概述，并且通过描述节点功能更加简洁的表述稳定协议。

稳定共识协议是在无线网络环境下工作的，参与共识的节点通过提交一个女巫攻击抵抗证明加入系统，即质押金钱获得在系统中的活动时间。这笔押金会存放在一个虚拟账户中，任何人不能取出，除非本人通过一个解质押的方式才能取出属于自己的质押金额。这个质押机制可以有效的防止敌手发起女巫攻击。

稳定的无线区块链共识协议允许数百个节点参与共识协商过程，确保能够稳定的达成最终共识。共识协议是按顺序进行的。在每一轮中，随机选举一个出块节点，随后每个共识节点对区块进行一次投票。每个共识节点在一轮共识中只能对共识结果进行一次投票，记节点对区块Hash的签名被计数为对区块有效的一次投票。如下图所示，我们的共识协议主要包括：
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\* \*\*随机数生成\*\*：节点通过一个分布式随机生成方案根据前一轮确认的区块独立地生成一个随机数 $[0, 1)$ 区间的随机数；

\* \*\*出块节点选举\*\*：对当前所有参与共识的节点进行统一排序，根据节点的稳定度构建轮盘。节点将自己的私钥和当前轮的随机数作为可验证随机函数的输入确定自己是否成为出块节点，并且可以通过输入出块节点的公钥验证出块节点的合法性；

\* \*\*区块生成\*\*：出块节点将打包交易生成一个区块，并将区块广播给网络中其他共识节点；

\* \*\*区块验证\*\*：接收到新区块之后，共识节点会验证区块的有效性。如果验证区块成功节点将会对区块Hash签名，并将签名广播， 否则将不会对区块Hash签名；

\* \*\*区块确认\*\*：节点在以下两种情况下将确认区块：

  \* 节点收集到足够的部分签名之后，通过一个聚合签名恢复方案将一定数量的区块Hash签名并验证成功后，聚合成一个完整签名；

  \* 节点接收到区块Hash的完整签名并验证成功。

\* \*\*链更新阶段\*\*：当节点生成或接收到一个区块Hash的完整签名并验证成功后，就完成区块共识的最终性。节点可以将新区块添加到本地主链上，并开始新的一轮共识。

Algorithm 1表示了稳定共识协议每一轮共识所需要执行的流程。每个阶段距离的细节将会在之后的小节中详细介绍。我们解决了出块节点的选举、区块验证和最终确认面临的挑战，确保了系统的安全性。我们的协议确保了即使存在敌手，也能顺利的运行。
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## 4.2 The Stable Consensus Protocol

在这一小节，我们将详细介绍我们的共识算法的设计细节。

### 4.2.1 门限签名方案

在系统运行共识协议之前，系统通过一个安全的分布式密钥生成算法，为每个参与共识的节点生成和分配密钥对。我们的共识协议采用门限BLS签名方案的三个相关函数：签名生成函数用于生成签名内容的部分签名；聚合签名恢复函数通过一定数量的部分签名重构完整的签名；签名验证函数通过签名者的公钥验证每个部分签名和完整签名的有效性。在我们的区块链协议中，每个节点在验证区块成功之后，将通过签名生成函数利用自身密钥生成区块Hash的部分签名并广播。其他接收到该签名的节点可以签名节点的公钥验证部分签名的有效性。当节点收集到超过门限的部分签名并验证成功后，会通过聚合签名恢复函数生成一个完整签名并广播。接收到完整签名的节点都可以通过聚合公钥对完整签名进行验证。

### 4.2.2 出块节点选举

每个节点在进入系统之后通过分布式密钥生成协议获取自己的密钥对 $<sk\_{i}, pk\_{i}>$ 和其他共识节点的公钥 $\{pk\_{1},\cdots, pk\_{i-1}, pk\_{i+1}, \cdots, pk\_{n}\}$ 以及聚合公钥 $PKs$，用于签名和验证签名。当得到所有共识节点的公钥之后，节点可以通过对所有的共识节点采用基于公钥Hash值进行排序。这种方式可以使得全部参与共识的节点拥有相同的序列。

在稳定区块链共识协议中，主要根据节点的稳定度来选举出块节点。新节点加入系统时，通过保证金质押获得有限的活动时间，活动的时长与交付的保证金成正比。记节点 ${\rm Node}\_{v}$ 在区块链系统中的<font color=red>剩余活动时间</font>为 $T\_{v}$，则所有共识节点的剩余活动时间之和为 $\sum\_{v}T\_{v}$。定义节点 ${\rm Node}\_{v}$ 的 \*\*<font color=red>剩余活动时间比值</font>\*\* 为

$$\rho\_{v} = \frac{T\_{v}}{\sum\_{v}T\_{v}}$$

假设在最近的 $K$ 个确认区块中，由节点 ${\rm Node}\_{v}$  生成的区块数量为 $N\_{v}$。定义节点 ${\rm Node}\_{v}$ 的 \*\*<font color=red>共识比值</font>\*\* 为

$$r\_{v}=\frac{N\_{v}}{K}$$

定义节点 ${\rm Node}\_{v}$ 的 \*\*<font color=red>稳定度</font>\*\* 为

$$S\_{v}=\alpha\times \rho\_{v}+\beta\times r\_{v}\qquad(\alpha+\beta=1,\ \alpha\geq 0,\ \beta\geq 0)$$

其中，$\alpha$ 为剩余活动时间比权重系数，$\beta$ 为共识比权重系数，可根据偏好设置。在系统运行初期，当确认区块数量不足 $K$ 个时，记节点的共识比为 $r\_{v}=0$。此时，节点的稳定度主要受节点的剩余活动时间的影响。

在稳定区块链共识协议中，节点 ${\rm Node}\_{v}$ 被选为出块节点的概率为

$$p\_{v}=\frac{S\_v}{\sum\_{v}S\_v}$$

根据节点的稳定度决定节点被选中的概率，稳定度越高的节点越容易被选中。通过节点的稳定度和统一排序，可以构建一个轮盘。合法的出块节点将会从节点轮盘中选出。共识节点根据轮随机数 $Rds^{r}$ 从构建的轮盘中决定出块节点的索引BPI。记 $S\_{i}$ 是节点 $Node\_{i}$（$i=0,\dots,N-1$）的稳定度，所有节点的稳定度之和为 $S =\sum\_{i=1}^{N}S\_{i}$ ，那么节点 $i$ 被选中的概率为 $p\_{i}=\frac{S\_{i}}{S}$ 且有 $\sum\_{i=1}^{N}p\_{i}=1$。为了确定被选中的节点，将区间 $[0, 1)$ 分为连续的多个区间

$$[\sum\_{k=1}^{i}p\_{k}, \sum\_{k=1}^{i+1}p\_{k}),\ i=0,\dots,N-1.$$

在稳定共识协议中，需要一个分布式随机数生成协议来确保每一轮出块节点的选举是唯一的、随机的、可验证的输出。

在我们的协议中，当共识节点接收到当前轮区块Hash的完整签名 $sig\_{f}^{r}$ 之后，将执行分布式随机数生成协议来产生下一轮的随机数 $Rds^{r+1} \in [0, 1)$。为了确保输入值的统一和即时性，我们使用当前轮的区块Hash $B\_{Hash}^{r}$ 与完整签名 $sig\_{f}^{r}$ 结合作为随机输入。最后得到下一轮的随机数:

$$Rds^{r+1} = \frac{Hash(B\_{Hash}^{r}||sig\_{f}^{r})}{2^{len(Hash(B\_{Hash}^{r}||sig\_{f}^{r}))}}$$

分布式随机数生成协议的输出是不可预测且唯一的。虽然区块Hash $B\_{Hash}^{r}$ 是一个预先知道的信息，但是完整签名 $sig\_{f}^{r}$ 在聚合产生之前是不可以事先预估得到的。即使存在节点首先恢复出完整签名，但是节点是不可能篡改完整签名的。因此，新一轮随机数 $Rds^{r+1}$ 的生成是基于相同的、可验证的输入计算的，确保最终输出是随机且唯一的。

分布式随机数生成协议是非交互式的，参与共识的节点不需要通信便能够进入新的一轮共识。一旦节点生成或接收到完整签名 $sig\_{f}^{r}$，就会立刻确认区块并将区块添加到本地区块链上。同时，节点可以根据确认的区块Hash $B\_{Hash}^{r}$ 和完整签名 $sig\_{f}^{r}$ 自主生成新一轮的随机数 $Rds^{r+ 1}$，直接开始新一轮共识进程。

随机可验证函数结合了分布式随机数生成协议和安全可靠的BLS签名方案，确保出块节点的选举过程是随机的、可验证的且安全的。所有的共识节点通过输入相同的随机数和自己的私钥，可以确定自己是否当选为出块节点。同时，可以利用出块节点的公钥和随机数，验证出块节点的合法性。我们采用的分布式随机生成协议是建立在安全可靠的BLS签名方案之上的，在 $N$ 个共识节点中即使存在 $\lfloor\frac{n}{2}\rfloor$ 个恶意节点也能够正常运行。当绝大多数的诚实共识节点都知道其他节点的活动时间和维护相同的区块链时，门限签名方案的阈值总是能达到，即在每一轮中最终总是能够恢复完整签名。我们的共识协议通过一个激励机制可以提高节点愿意签名区块Hash的积极性。最先聚合生成完整签名的部分签名集合的所有节点将获得部分奖励。这个机制不仅可以激励节点参与签名，更可以激励节点产生完整签名之后尽快将结果广播给其他节点，从而提高共识的效率。

出块节点的选举是每个共识节点将分布式随机数生成协议的输出和私钥作为可验证随机函数的输入，确定自己是否当选。如果随机值 $Rds^{r}$ 是在拥有私钥的节点所在的区间则当选为出块节点，计算如下：

$$ BPI = \{i | Rds^{r} \in [\sum\_{k=1}^{i}p\_{k}, \sum\_{k=1}^{i+1}p\_{k})\}$$

出块节点的选择是基于 $Rds^{r}$，这个数是随机、唯一和可验证的。因此，出块节点的选择也是安全随机的，并且出块节点的确定也是每个节点独立完成，不需要进行任何的消息交互。由于所有共识节点计算BPI的输入的相同的，因此最终计算结果也是唯一。通过出块节点在区块上的签名和出块节点的公钥可以验证出块节点的合法性。

当节点维护的区块链或者剩余活动存在差异时，最终的出块节点的选举并不会出现较大的偏差，即敏感度并不高。

记 $S\_{v} = \alpha\times\frac{T\_{v}}{\sum\_{i \in N}T\_{i}} + \beta\times\frac{N\_{v}}{K}$，记 $S\_{v}' = \alpha\times\frac{T\_{v}+ \Delta T\_{v}}{\sum\_{i \in N}T\_{i} + \Delta T\_{v}} + \beta\times\frac{N\_{v} + \Delta N\_{v}}{K}$, 那么 $||S\_{v}' - S\_{v}|| = ||\alpha\frac{\sum\_{i \in N}T\_{i}\Delta T\_{v} - T\_{v}\Delta T\_{v}}{\sum\_{i \in N}T\_{i}(\sum\_{i \in N}T\_{i}+\Delta T\_{v})} + \beta\frac{\Delta N\_{v}}{K}||\leq ||\frac{\Delta T\_{v} }{\sum\_{i \in N}T\_{i}+\Delta T\_{v}} + \frac{\Delta N\_{v}}{K}|| \ll \Omega(1)$

因此，当节点记录的剩余活动时间和共识区块数量存在些许误差时，对于最终稳定性的影响不会太大，节点被选中的概率是对于这两个度量指标的敏感度也不会特别大。因此，诚实节点选中不同出块节点的概率是非常低的。为了尽可能使系统中节点维护相同的区块链，在每次同时开始之前，节点会执行一次区块链同步操作。节点会随机请求几个邻节点的区块链信息，最终同步拥有共同链前缀且有最长有效区块链。

当节点被选中为当前轮的出块节点之后，出块节点将打包交易生成区块，区块分为区块头和区块体。区块体主要是存储的交易元数据，区块头可以用一个元组表示 $(R, Hash\_{pre}, inf\_{trans}, B\_{Hash}, L\_{id},sig\_{f})$，其中 $R$ 是当前的轮数，$Hash\_{pre}$ 是前一个区块的Hash，$inf\_{trans}$ 是存储在区块体中交易的信息，$L\_{id}$ 是出块节点的id，$B\_{Hash}$ 是区块的Hash。随后，节点将收集足够数量的区块Hash部分签名聚合成完整签名 $sig\_{f}$，确认区块后将完整签名添加到区块中并完成区块上链操作。

### 4.2.3 区块的验证与确认

我们通过无线网络广播的方式将出块节点生成的区块和区块Hash的部分签名传输给其他共识节点。当节点接收到新的区块消息时会检查区块的有效性和验证出块节点对区块Hash签名。共识节点通过验证以下组件的有效性来验证区块的有效性：

\* \*\*出块节点id\*\* $L\_{id}$：节点通过出块节点的公钥和当前轮的随机数验证出块节点的合法性；

\* \*\*区块父Hash\*\* $Hash\_{pre}$：新区块的父Hash必须与节点维护的当前最新区块链的最后一个区块的Hash相同；

\* \*\*交易信息\*\* $inf\_{trans}$：验证交易列表的基本信息是否有效；

\* \*\*交易\*\*：检查区块中的所有交易是否都是有效的，如果存在无效交易，则认为区块是无效的；

\* \*\*部分签名\*\*：验证区块Hash的签名是否有效。验证区块Hash的有效性可以确保区块完整性，验证区块Hash的签名可以确定出块节点的合法性，所有节点可以通过签名节点的公钥来确定部分签名的有效性。

如果以上条件都满足后，节点验证区块的有效性都成功，会对区块Hash签名并广播部分签名给其他共识节点。当共识节点收集到 $\lceil\frac{N}{2}\rceil$ 个有效的区块Hash的部分签名时，可以聚合恢复成一个区块Hash的完整签名就可以证明区块被确认，并不需要更多的消息通信。当一个有效的完整签名出现，说明已经有足够多的节点认为这个区块是有效的，这个签名可以通过聚合公钥快速验证。当有一个节点广播了完整签名，所有诚实的节点都会在 $\log N$ 轮通信中接收到完整签名。因此，完整签名作为区块确认的标志是可行的。由于诚实的节点在一轮中最多只会为一个有效区块的区块Hash签名，最终只有一个区块完成验证和确认过程。这意味着共识协议确保系统在同一轮中不会出现多个区块同时被确认，防止了链分叉的出现。

如前所述，节点只需要单向传输部分签名，并不需要其他节点的回复，这极大地减少了节点之间的通信。此外，聚合多个部分签名生成完整签名可以由任意共识节点完成，即区块的确认过程是完全去中心化的、无首领的。这样的设计使得即使出块节点故障或者无线网络通信不稳定，我们的共识协议也能确保最终确认有效区块。

### 4.2.4 节点故障时协议的操作

\* \*\*节点故障\*\*：在我们的共识协议中，出块节点只承担生成区块的功能，出块节点的恶意行为只能是生成一个无效区块或者不生成区块。为了确保共识协议的持续运行，如果被选中的出块节点出现故障，我们的共识协议将会通过门限签名机制强制更换出块节点。协议中一轮共识进程结束之后，会出现两种输出：输出一个有效的被确认的区块和一个空区块（与一般的区块数据结构相同，但是区块中没有任何交易）。一个有效区块被确认需要满足以下条件：

  \* 出块节点创建一个有效区块；

  \* 该有效区块被足够多的共识节点接受并且为其Hash签名。

  如果一个合法的出块节点创建一个无效区块，则其他节点会为一个空区块的Hash签名并广播表明当前出块节点的无效行为，最终确定当前轮是无效的。如果出块节点不生成区块或生成的有效区块没有被足够多的共识节点接受并对区块Hash签名，要么出现了网络问题，要么部分共识节点拒绝对区块Hash签名。这种情况，我们设置一个超时机制，所有诚实的共识节点会在一个空区块上签名，最终确认该区块并开始新一轮的共识进程。只有出现超时或者出块节点创建一个无效区块时，共识节点才在一个空区块上签名。我们的协议可以确保为空块或者有效块收集到足够多的区块Hash部分签名，之后将所有的部分签名聚合恢复成一个完整签名，将确认区块的Hash和完整签名作为输入，选出下一轮的出块节点。从而，协议可以确保敌手无法干扰新区块的出块节点的选举过程 ，提高系统的安全性。

#### (1) Sibil Attack

当女巫节点出现恶意行为时，将发送一些错误的消息阻碍协议达成共识。如果女巫节点当选为出块节点生成一个无效区块，其他共识节点将会验证区块失败，最终生成和确认一个空区块。当生成一个有效区块，敌手控制的女巫节点可以不对区块Hash签名来影响共识过程。由于区块验证和确认的过程是节点独立完成，因此只要有足够多的诚实节点对区块Hash签名就能确保共识过程的最终性。只要有诚实节点收集到足够的签名确认消息，将会生成完整签名确认区块。

#### (2) Jamming Attack

在无线网络中，节点发起阻塞攻击（Jamming Attack）时，会阻塞其他节点传输消息。可能会导致其他诚实节点即使对有效区块Hash签名也无法成功广播部分签名。我们的协议中根据估计的敌手时间窗口动态调整节点收集签名的超时时间，确保节点能够在敌手发起阻塞攻击时也达成共识。我们的共识协议中，每个节点根据感应信道的情况维护一个敌手时间窗口估计 $T$。每个节点会根据共识过程中信道的情况，动态调整 $T$ 的大小，当 $T$ 达到某一阈值时需要更改超时的阈值。延长节点接收签名消息的超时时间，最终确保敌手发起阻塞攻击时也能对有效区块达成共识，降低敌手发起干扰攻击共识过程的影响。

当敌手想要篡改区块链数据时，即使篡改最后一个区块的数据，也需要获得至少 $\lceil\frac{N}{2}\rceil$ 个节点的私钥。节点获取私钥要么通过分布式密钥生成协议获取，要么贿赂节点获取。节点通过分布式密钥生成协议只能获得属于自己的密钥，因此，敌手很大概率只能通过贿赂节点获取多个节点的密钥。要贿赂 $\lceil\frac{N}{2}\rceil$ 个节点需要掌控整个共识协议超过 $50\%$ 的投票权。敌手要获取足够的私钥需要花费大量的金钱，篡改区块链数据付出的代价将非常的大，并且也没有任何的收益。当节点想要篡改多个区块链历史数据时，需要的密钥数量将增加，敌手的代价将增加。理性的敌手将不愿意花费代价篡改数据，不理性的敌手也很难付出足够的代价篡改数据。因此，稳定共识协议能够确保数据的安全性。

## 4.3 Reward and Punishment Mechanism

为了提高节点愿意参与共识的积极性，出块节点在区块被确认之后会获得来自系统的区块奖励。为了提高节点愿意对区块Hash签名的积极性，我们的协议将为提供部分签名的节点发放签名奖励。

记聚合完整签名的部分签名集合为 $Sigs = \{sig\_{1}, sig{2}, \cdots, sig\_{m}\}$，每个签名对应的时间戳分别为 $Ts = \{t\_{1}, t\_{2}, \cdots, t\_{m}\}$。针对可能存在节点接收到多个最终签名是由不同签名组成，签名奖金将发放给聚合完整签名的部分签名集合中平均时间戳最小的节点集合。假设系统存在两个聚合完整签名的部分签名集合 $Sigs\_{1} = \{sig\_{11}, sig{12}, \cdots, sig\_{1m\_{1}}\}, signs\_{2} = \{sig\_{21}, sig{22}, \cdots, sig\_{2m\_{2}}\}$， 每个签名的时间戳分别对应为 $Ts\_{1} = \{t\_{11}, t\_{12}, \cdots, t\_{1m\_{1}}\}, Ts\_{2} = \{t\_{21}, t\_{22}, \cdots, t\_{2m\_{2}}\}$。两个签名集合中平均时间戳分别为 $T\_{avg}^{1} = \frac{\sum\_{i = 1}^{m\_1} t\_i}{m\_1}，T\_{avg}^{2} = \frac{\sum\_{i = 1}^{m\_2} t\_i}{m\_2}$。如果 $T\_{avg}^{1} < T\_{avg}^{2}$，则签名奖励将会被均分给 $Sigs\_{1}$ 的所有节点。这种奖励机制，不仅会提高节点签名的积极性，还能提高区块签名的效率，进一步提高系统的性能。

此外，协议中设置了惩罚机制降低理性节点作恶的机会。一旦发现合法出块节点生成无效区块或者超时不生成区块导致在当前轮最终确认空区块来判定节点的恶意行为。针对这类出块节点，我们将会选择减少节点在系统中的活动时间作为惩罚。这个惩罚措施会降低节点的稳定度，进而会降低节点被选作出块节点的概率，最终降低节点当选为出块节点获得奖励的概率。因此，理性的出块节点为了确保自己的收益，会减少生成无线区块的情况，从而提高系统的安全性和效率。

# Protocol Analysis

在本小节，我们主要分析系统的安全性和性能。通过分析系统的安全性来证明我们的协议能够为无线区块链系统提供持续性和活性，通过对系统达成共识的开销分析系统的性能，可以证明我们的协议的高效性和适用于无线区块链网络环境。

## 5.1 Security Analysis

区块链的共识算法需要确保确保所有的共识节点对系统中的交易历史达成共识。当系统中绝大多数节点是诚实的，我们的协议可以保证持续性和活性。

为了确保安全性，稳定共识协议需要至少 $\lceil\frac{n+1}{2}\rceil$ 个节点来满足门限签名的需求。门限签名机制的输出是不可伪造和鲁棒的，这个机制具有两个重要的性质：

\* \*\*唯一性\*\*：门限签名机制中任意超过 $\lceil\frac{n+1}{2}\rceil$ 个部分签名恢复的完整签名都是相同的。

\* \*\*可验证性\*\*：最终恢复的完整签名可以被持有聚合公钥的任意节点验证。聚合公钥是在节点加入系统的时候由网络的密钥生成协议创建和分配的。

### 5.1.1 Persistence Analysis

我们的共识协议并以依赖出块节点确保安全性。恶意的节点可能会提出一个冲突区块来对共识发起攻击。由于在每一轮中，诚实节点只会对认可的首领节点生成的有效区块的区块Hash签名确认一次。因此，在一轮共识结束后，要么确认一个有效区块，要么确认一个空块，并且所有的诚实节点将会有相同的操作。我们的共识协议满足持续性：

\* \*\*定理一（持续性）\*\*：所有诚实的节点将维护相同的区块链，即诚实节点 ${\rm Node}\_{v}$ 声明交易 $tx$ 在区块链第 $i$ 个区块的第 $j$ 个位置上, 则最终所有诚实节点的区块链的第 $i$ 个区块的第 $j$ 个位置的交易一定是 $tx$。

\*\*证明\*\*：要证明持续性，我们需要证明任意两个诚实的节点维护的区块链相同。采用反证法证明，假设 $tx\_{u}\in BC\_{u}, tx\_{v}\in BC\_{v}$ 分别是诚实节点 ${rm Node}\_{u}, {rm Node}\_{v}$ 维护的区块链上相同位置的交易，且 $tx\_{u}\neq tx\_{v}$。那么会有两种情况出现：

  \* $tx\_{u}, tx\_{v}$ 在同一轮中分别被添加到节点${rm Node}\_{u}, {rm Node}\_{v}$ 的本地区块链 $BC\_{u}, BC\_{v}$ 上。这表明首领节点在同一轮中生成并确认了两个不同的区块，这违反了我们协议中的门限签名机制的唯一性，因此与假设相矛盾。

  \* $tx\_{u}, tx\_{v}$ 在不同的轮被添加到两个节点的区块链上。假设 $tx\_{u}, tx\_{v}$ 分别在 $r\_{m}, r\_{n}(m < n)$ 轮中被添加到两个节点的区块链 $BC\_{u}, BC\_{v}$。根据我们的协议，在 $r\_{m}$ 轮中添加 $tx\_{u}$ 到区块链上的节点至少有 $\lceil\frac{n+1}{2}\rceil$ 个，这些节点认可交易 $tx\_{u}$ 是在 $r\_{u}$ 轮首次被添加到的区块链的第 $i$ 个区块中第 $j$ 个交易。由于在一轮中不会最终确认两个不同的区块，因此添加交易 $tx\_{u}$ 的节点在 $r\_{m}$ 轮中有相同的区块链视图，即这些节点维护的区块链中的第 $i$ 个区块中第 $j$ 个交易 $tx\_{i}^{j}$ 是相同的。我们假设 $tx\_{v} \neq tx\_{u}$，且 $r\_{m} < r\_{n}$。当节点 $v$ 在 $r\_{m}$ 之前故障了并且在 $r\_{n}$ 的时候恢复，此时节点将会同步区块链的最新信息。那么将会有至少 $\lceil\frac{n+1}{2}\rceil$ 个节点在第 $r\_{n}$ 轮的时候认可区块链的第 $i$ 个区块的第 $j$ 个交易是 $tx\_{v}$。由于之前在 $r\_{m}$ 轮中也至少有 $\lceil\frac{n+1}{2}\rceil$ 个节点认可区块链在第 $i$ 个区块的第 $j$ 个交易是 $tx\_{u}$。此时，网络大小为 $n > \lceil\frac{n+1}{2}\rceil + \lceil \frac{n+1}{2}\rceil = \lceil n+ 1 \rceil$，矛盾了。因此 $tx\_{u} = tx\_{v}$，与假设 $tx\_{u} \neq tx\_{v}$ 相矛盾。

因此得出结论，在每一轮中，即使存在矛盾区块，所有的诚实节点将会确认相同的有效区块。最终，所有的诚实节点对于区块链历史应该有相同的视图，即所有诚实的节点将维护相同的区块链。

### 5.1.2 Liveness Analysis

对于活性，当至少 $\lceil\frac{n+1}{2}\rceil$ 个诚实节点能够对有效区块或者空块签名，并且最终只要有一个节点聚合足够的部分签名形成完整签名，就能够完成共识过程。

\* \*\*定理二（活性）\*\*：当诚实节点数量超过 $\lceil\frac{n+1}{2}\rceil$ 时，即使系统中存在 $\lfloor\frac{n}{2}\rfloor$ 个故障节点，诚实节点也能够完成共识并获得新一轮的随机源。

\*\*证明\*\*：

  \* 出块节点故障：由于我们的共识协议并不依赖出块节点来确保安全性，因此也不依赖出块节点的正确性来确保活性。如果出块节点出现故障未创建有效区块或者创建一个无效区块，诚实的共识节点在超时未收到有效区块或者验证区块无效之后，会对一个空块的区块Hash签名，最终收集到至少 $\lceil\frac{n+1}{2}\rceil$ 个部分签名的节点会生成完整签名，完成当前轮的共识过程并获得新一轮的随机源——完整签名。

  \* 系统中存在 $\lfloor\frac{n}{2}\rfloor$ 个非出块节点故障：由于出块节点未发生故障，因此会生成一个有效的区块。其他 $n - \lfloor\frac{n}{2}\rfloor \geq \lceil\frac{n+1}{2}\rceil$ 个诚实的节点在验证区块成功后，会生成有效区块Hash的部分签名并广播给其他节点，故障节点会拒绝为区块Hash签名。但是由于诚实节点的数量超过安全阈值，因此会有至少 $\lceil\frac{n+1}{2}\rceil$ 个节点会生成有效部分签名。诚实节点会收集到足够的部分签名生成有效区块Hash的完整签名并广播。因此最终会完成当前轮的共识过程并获得新一轮的随机源。当由于敌手发起网络阻塞攻击导致最终诚实节点没有生成有效区块Hash的最终签名时，最终所有诚实的节点会因为超时而确认一个空区块。并开始新一轮的共识过程并获得下一轮的随机源。

我们的协议确保当节点故障时也能够完成一轮共识过程，并获得下一轮的随机源。因此，我们的共识协议是能够确保活性的。

### 5.1.3 Sybil Attack Analysis

我们的协议能够比较好的防止理性的节点发起女巫攻击。假设攻击者被选中成为出块节点的概率为 $p\_{A}$，其余 $m$ 个节点的概率分别为 $\{p\_1, p\_2, \cdots, p\_m\}$。若攻击者发起女巫攻击，则攻击者控制的节点被选中的概率的期望 $\frac{1}{n}\sum\_{k = 1}^n k\cdot p\_k, (\sum\_{k = 1}^n p\_k = p\_{A})$。此时有 $\frac{1}{n}\sum\_{k = 1}^n k\cdot p\_k < p\_A$。

\*\*证明\*\*：令 $p\_k = \frac{p\_A}{n}$，则有 $\frac{1}{n}\sum\_{k = 1}^n k\cdot p\_k = \frac{1}{n}\sum\_{k = 1}^n k\cdot \frac{p\_A}{n} = p\_A\sum\_{k=1}^n\frac{k}{n^2} = p\_A\frac{\sum\_{k=1}^n k}{n^2}$。当 $n > 1$ 是有 $\sum\_{k = 1}^n < n^2$ ，因此 $p\_A\frac{\sum\_{k=1}^n k}{n^2} < p\_A, n>1$。最终得出结论 $\frac{1}{n}\sum\_{k = 1}^n k\cdot p\_k < p\_A, n > 1$。因此，我们的协议中，攻击者发起女巫攻击时，成为出块节点的概率会降低。攻击者的伪造节点越多，则成为出块节点的概率将会越低。通常理性的节点不会愿意伪造多个节点降低成为出块节点的概率，因此我们的协议能够较好的抵抗女巫攻击。

### 5.1.4 Jamming Attack Analysis

我们的协议能够较好的抵抗节点发起阻塞攻击影响共识过程。假设节点在 $T$ 轮通信中最多能够发起 $(1 - \epsilon)T$ 轮阻塞攻击。在共识节点开始新一轮的共识过程时，节点会根据检测信道的情况来动态调整收集部分签名的超时阈值。

当没有敌手发起阻塞攻击时，假设每个节点成功传输消息的概率为 $p$，可以在 $K$ 轮中以较高的概率传输部分签名成功。计算 $1 - (1 - p)^{K} \geq 1 - \frac{1}{N^{2}}$，从而就有 $1 - (1 - p)^{K} \geq 1 - e^{-pK} \geq 1 - \frac{1}{N^{2}}$，可知共识节点在 $\frac{2}{p}\log n$ 轮中有很高的概率可以传输部分签名成功。因此，在 $\lceil\frac{n+1}{2}\rceil \frac{2}{p}\log n$ 轮后，共识节点有很高的概率可以生成一个完整签名，最终确认区块。

当敌手发起阻塞攻击时，诚实节点能够成功传输的轮数为 $\frac{2\epsilon}{p}\log n$，成功生成完整签名的轮数为 $\lceil\frac{n+1}{2}\rceil \frac{2\epsilon}{p}\log n$。敌手发起阻塞攻击会使得诚实节点的部分签名不能成功传输，最终导致系统无法在超时阈值之内接收到足够的部分签名而无法完成共识。我们的协议通过根据节点对于敌手攻击窗口的估计来动态调整超时机制的阈值，降低阻塞攻击对于共识过程的影响。

## 5.2 Performance Analysis

在协议的共识过程中，只有在出块节点生成有效区块，并有节点接收到至少 $t = \lceil\frac{N+1}{2}\rceil$ 个区块Hash的部分签名时，才会生成完整签名确认有效区块。节点接收到至少 $t$ 个区块Hash的部分签名的概率为 $P\_{rs} = \sum\_{k = t}^{N-1}C\_{N-1}^{k}P\_{s}^{k}(1 - P\_{s})^{N-1-k}$，共识协议生成有效区块的概率为

$$P\_{valid} = P\{L \geq t\} = \sum\_{L=t}^{N-1}C\_{N-1}^L P\_{rs}^L(1 - P\_{rs})^{N-1-L}$$

其中 $L$ 为成功接收到 $t$ 以上个区块签名份额节点的数量，当 $L\geq t$ 时说明系统中大部分节点都能将有效区块添加到本地区块链上。因此，生成空块的的概率为

$$P\_{null} = 1 - P\_{valid}.$$

## 5.2.1 Computational Cost Analysis

在我们的共识协议中，主要的算力开销来自共识过程中出块节点的选择过程的计算，生成和验证区块时的交易Hash计算、区块Hash计算，确认区块时生成和验证区块Hash签名的计算，以及生成和验证完整签名时的计算。

记协议中每个节点的算力为 $r$，令区块中交易的打包时间为 $T\_{c}$，区块哈希和签名的计算时间都为 $T\_{s}$。

\* 生成一个空块的哈希次数为 $NrT\_{s} + (N-1)NrT\_{s} + NrT\_{s} = (N+1)NrT\_{s} \approx O(N^2rT\_{s})$；

\* 生成一个有效区块的哈希次数为 $NrT\_{s} + Nr(T\_{s}+T\_{c}) + (N-1)NrT\_{s} + NrT\_{s} = Nr(T\_{s}+T\_{c}) + (N+1)NrT\_{s} \approx O(N^{2}r(T\_{s}+T\_{c})$。

假设在生成一个有效区块之前已经生成过 $m$ 次空块，当生成空块的概率 $0\leq P\_{null} < 1$时，生成一个有效区块所需的哈希次数为

$H\_{Stable} = \sum\_{m=0}^{\infty}P\_{null}^mP\_{valid}(m\cdot(N+1)NrT\_{s} + Nr(T\_{s}+T\_{c}) + (N+1)NrT\_{s})$。最终计算得到生成一个有效区块的平均哈希次数为

$$H\_{Stable} = \left\{

      \begin{aligned}

      & \frac{(N+1)NrT\_{s}}{1 - P\_{null}} + Nr(T\_{s}+T\_{c}), \text{if } P\_{null}\neq 1, \\

      & \infty, \text{ if } P\_{null} = 1.

      \end{aligned}

      \right.$$

## 5.2.2 Communication Cost Analysis

在我们的共识协议中生成一个有效区块主要的时间包括打包生成和验证区块（毫秒级）、广播区块（秒级）；生成和验证部分签名（毫秒级）、广播部分签名（秒级）、生成和验证完整签名（毫秒级）、广播完整签名（秒级）。

记节点广播一次的时延为 $T\_{b}$ ，打包有效区块的交易时间为 $T\_{c}$，生成区块Hash和签名的时间为 $T\_{s}$。

\* 生成一个有效区块的时间为 $T\_{1} = 2T\_{c} + 4T\_{s} + 3T\_{b}$；

\* 生成一个空块的时间为 $T\_{2} = 3T\_b + 4T\_s$。

假设生成有效区块的通信次数为 $C\_{normal}$；生成空块的通信次数为 $C\_{null}$。假设生成一个有效区块之前连续 $m$ 次生成空块。

  $$C\_{Stable} = \left\{

      \begin{aligned}

      & \sum\_{m=0}^\infty P\_{null}^m\cdot P\_{valid}\cdot (mC\_{null} + C\_{normal}), \text{if } P\_{null}\neq 1, \\

      & \infty, \text{ if } P\_{null} = 1.

      \end{aligned}

      \right.$$

  \* \*\*生成有效区块\*\*：假设交易到达速率为 $\lambda$，协议在 $T\_{1}$ 时间内生成一个有效区块，则交易到达数量为 $\lambda T\_{1}$。生成一个有效区块的通信次数为 $C\_{normal} = \lambda T\_{1}(N-1) + (N-1) + （N-1) + (N-1) = (N-1)(\lambda T\_{1} + 3)$；

  \* \*\*生成空块\*\*：出块节点在 $T\_1$ 时间内生成一个区块但是确认失败。所有节点会在 $T\_{2}$ 时间内生成一个空块，并最终确认该空块。这段时间内的交易到达数为 $\lambda T\_{2}$，增加的通信数是 $\lambda T\_{2}(N-1) + (N-1) + (N-1) + (N-1) = (N-1)(\lambda T\_{2} + 3)$。生成空块的通信数量为 $C\_{null} = C\_{normal} +(N-1)(\lambda T\_{2} + 3) = (N-1)[\lambda(T\_1 + T\_2) + 6]$。

最后计算得到在我们的协议中平均通信数量为

  $$C\_{Stable} = \left\{

      \begin{aligned}

      & \frac{P\_{null}\cdot(N-1)\cdot(\lambda T\_{2} + 3)}{1 - P\_{null}} + \frac{(N-1)\cdot(\lambda T\_{1} + 3)}{1 - P\_{null}}, \text{if } P\_{null}\neq 1, \\

      & \infty, \text{ if } P\_{null} = 1.

      \end{aligned}

      \right.$$

## 5.2.3 Stability Analysis

每个节点在注册进入系统时，通过支付金钱来获取在系统中的活动时间。支付的金钱将通过购买基础设施或者做一些投资来获取盈利。因此，关于活动时间的价格可以根据价格在一段时间内的波动现象和规律来对活动时间的价格进行预测定价。

节点可以通过增加金额来延长活动时间，也可以重新注册新的节点来获得活动时间。记 $N$ 为共识节点集合，$T\_{i}$ 是节点 $i\in N$ 的活动时间，用户增加活动时间有两种方式：一种是通过充值金钱延长节点 $i$ 的活动时间；一种是通过注册新节点延长用户的活动时间。

\* 第一种情况时用户的稳定度概率计算如下：

  \* 节点的活动时间比为 $\rho\_{i} = \frac{T\_{i} + \Delta T\_{i}}{\sum\_{j\in N}T\_j + \Delta T\_{i}} $

  \* 节点的共识比 $r\_i = \frac{N\_{i} + \Delta N\_i}{K}$

  \* 节点的稳定度为 $w\_{i} = \alpha \rho\_{i} + \beta r\_{i} = \alpha \frac{T\_{i} + \Delta T\_{i}}{\sum\_{j\in N}T\_j + \Delta T\_{i}} + \beta \frac{N\_{i} + \Delta N\_i}{K}$

  \* 节点被选中的概率为 $p\_{i} = \frac{w\_{i}}{\sum\_{j\in N} w\_{j} + \alpha \Delta \frac{\Delta T\_{i}}{\sum\_{j\in N}T\_j + \Delta T\_{i}} + \beta \frac{\Delta N\_i}{K}}$

\* 第二种情况时用户稳定度概率计算如下：

  \* 用户所有节点的活动时间比为 $\rho\_{i}' = \frac{T\_{i}}{\sum\_{j\in N}T\_j + \Delta T\_{i}} + \frac{\Delta T\_{i}}{\sum\_{j\in N}T\_j + \Delta T\_{i}} = \rho\_{i}'' + \Delta \rho\_{i}$

  \* 节点的共识比 $r\_{i}'= \frac{N\_{i}}{K} +  \frac{\Delta N\_i}{K} = r\_{i}'' + \Delta r\_{i}$

  \* 两个节点的稳定度分别为：$w\_i'' = \alpha \frac{T\_{i}}{\sum\_{j\in N}T\_j + \Delta T\_{i}} + \beta \frac{N\_{i}}{K} = \alpha \rho\_{i}'' + \beta r\_{i}'', \Delta w\_{i} = \alpha \frac{\Delta T\_{i}}{\sum\_{j\in N}T\_j + \Delta T\_{i}} + \beta \frac{\Delta N\_i}{K} =\alpha \Delta\rho\_{i} + \beta \Delta r\_{i}$

  \* 两个节点的被选中的概率分别为 $p\_{i}'' = \frac{w\_{i}''}{\sum\_{j\in N} w\_{j} + \alpha \Delta \frac{\Delta T\_{i}}{\sum\_{j\in N}T\_j + \Delta T\_{i}} + \beta \frac{\Delta N\_i}{K}}, \Delta p\_{i} = \frac{\Delta w\_{i}}{\sum\_{j\in N} w\_{j} + \alpha \Delta \frac{\Delta T\_{i}}{\sum\_{j\in N}T\_j + \Delta T\_{i}} + \beta \frac{\Delta N\_i}{K}}$。

通过计算可知 $p\_{i} = \frac{\alpha \frac{T\_{i} + \Delta T\_{i}}{\sum\_{j\in N}T\_j + \Delta T\_{i}} + \beta \frac{N\_{i} + \Delta N\_i}{K}}{\sum\_{j\in N} w\_{j} + \alpha \Delta \frac{\Delta T\_{i}}{\sum\_{j\in N}T\_j + \Delta T\_{i}} + \beta \frac{\Delta N\_i}{K}} = \frac{\alpha \frac{T\_{i}}{\sum\_{j\in N}T\_j + \Delta T\_{i}} + \beta \frac{N\_{i}}{K}}{\sum\_{j\in N} w\_{j} + \alpha \Delta \frac{\Delta T\_{i}}{\sum\_{j\in N}T\_j + \Delta T\_{i}} + \beta \frac{\Delta N\_i}{K}}  + \frac{\alpha \frac{\Delta T\_{i}}{\sum\_{j\in N}T\_j + \Delta T\_{i}} + \beta \frac{\Delta N\_i}{K}}{\sum\_{j\in N} w\_{j} + \alpha \Delta \frac{\Delta T\_{i}}{\sum\_{j\in N}T\_j + \Delta T\_{i}} + \beta \frac{\Delta N\_i}{K}} = \alpha\rho\_{i}'' + \beta r\_{i}'' + \alpha \Delta\rho\_{i} + \beta \Delta r\_{i}  = p\_{i}''$。因此，不管是直接注资延长节点的活动时间还是注册新节点增加活动时间，最终用户控制的节点被选中成为出块节点的概率是相等的。

# Simulation Result

在这一节中，我们仿真研究变量参数是如何影响稳定协议的性能。

为了估计协议的性能，我们主要采用两个指标：吞吐量和共识时延。区块链的共识时延和吞吐量的定义如下：

\* \*\*共识时延\*\*：区块从产生到最终链接到区块的时间（区块确认时间）；

\* \*\*吞吐量\*\*：单位时间内处理交易的数量。

吞吐量是单位时间内确认交易的数量，这个指标受到确认交易的数量和共识时延的影响，表示为

$$Throughput = \frac{\text{number of transactions}}{\text{consensus latency}}$$

我们仿真代码是用Python语言写的，采用的 python 版本是 Python 3.10.0。所有的实验都是在64 位操作系统, 基于 x64 的处理器，Intel(R) Core(TM) i7-10700F 2.90GHz CPU 的处理器，8.00 GB RAM 中进行的。

在正式分析协议性能之前，我们先要确定协议中节点稳定度的权重系数。

## 6.1 Weight Coefficient

在稳定区块链协议中，出块节点的稳定度是由节点活动时间比和节点成功参与共识的共识比决定。这两个因素的权重会对选取出块节点的可靠程度产生影响。当无线节点的活动时间比较低时，节点作恶的成本会降低，有更大的概率会生成无线区块或者直接不生成区块。当节点在最近一段时间内参与共识的次数比较多时，节点更愿意维护当前的区块链并且生成有效区块获得奖励。只有生成有效区块才能提高共识效率，因此需要尽可能选出一个更加值得信任的节点作为出块节点。为了确定权重系数，我们对不同的权重系数进行了多次对比实验。实验表明，当所有节点的活动时间比和共识比服从均匀分布时，两个因素对于优质节点选举的印象都比较大。

实验考虑的场景是在 $N = 500$ 个区块链节点中，有 $\frac{N}{4}$ 的节点活动时间比和共识比都比较低，有 $\frac{N}{4}$ 的节点活动时间比高但共识比低，有 $\frac{N}{4}$ 的节点活动时间比高和共识比低，有 $\frac{N}{4}$ 的节点活动时间比和共识比都比较高，如下图所示：

![](Weight.png)

这些节点的都是事先排序的，为了更具有说服力，我们将四种节点的序号均匀的分布。共识的次数我们设置为 $100$ 次，即每个 $\alpha$ 都会测试 100 次共识的情况。除了 $\alpha$ 变化以外，其余所有参数都一样。实验最后确认不同的 $\alpha$ 下，优质稳定点被选为出块节点的比率。

![](weight1.png)

从上图可以看出，当 $alpha = 0.5$ 左右时，优质节点被选中的比率更大。实验结果表明，节点活动时间比和共识比都会影响优质节点被选中的概率，且重要性相差无几。因此，两者的权重系数应该尽可能地接近。在之后的性能测试中，稳定度的权重系数都设置为 $\alpha = \beta = 0.5$，确保在共识过程中尽量选举出优质稳定的出块节点。

定义节点 ${\rm Node}\_v$ 的稳定度为 $S\_{v}=\alpha\times \rho\_{v}+\beta\times r\_{v}$。我们认为活动时间长且历史产生区块数量多的节点更值得信任。质押金投入比较多且已经创建部分区块链历史的节点，有更大概率被选中成为出块节点。为了以后也能有更高的概率继续生成区块，这类节点更愿意遵循协议生成有效区块，从而获得奖励。

## 6.2 Block Size

共识时延是用来衡量共识协议性能的重要度量，主要都到区块大小和参与共识的节点数量的影响。根据使用区块的大小和共识时延，我们可以计算最终确认的交易的数量来测量协议的吞吐量。

我们首先测试了不同区块大小对于共识协议中共识时延的影响。我们分别测试了区块大小从 $0.5MB$ 到 $5MB$ 时的共识时延和平均吞吐量，并且用四种不同的节点数量重复了相同的实验。我们测试了10次共识的平均时延和平均吞吐量，结果如下图所示：

![](blocksize\_latency.png)

![](blocksize\_throughput.png)

根据之前的实验可知，随着区块大小的增加，共识时延随着区块大小的增加呈线性增长，在有700个节点的网络中区块大小为1MB的时候的最终确认时延也在0.3秒左右。由于所有网络节点的带宽限制为35Mbps，传输较大的区块需要更长的时间使得共识时延增大。详细的实验结果表明，区块传输占共识完成时间的90%以上说明区块传输是共识协议的主要瓶颈。此外，随着区块大小的提升，平均吞吐量先是缓慢增长，最终在区块大大于1MB之后平均吞吐量趋于平缓。结果表明，只增加区块的大小并不能无限制的提升平均吞吐量。区块大小为1MB时协议能够在较小的平均共识时延中实现较大的平均吞吐量。最终结果表明，即使区块大小比较大的时候，我们的协议能够保证在较低的时延时拥有较高的吞吐量。

## 6.3 Number of Nodes

其次，我们实验分析共识协议中节点的数量对于共识时延和吞吐量的影响。我们分别测试了节点数量从 $100$ 增加到 $1000$ 时的共识时延和平均吞吐量，并且用四种不同的区块大小重复了相同的实验。我们测试了10次共识的平均时延和平均吞吐量，结果如下图所示：

![](num\_nodes\_latency.png)

![](num\_nodes\_throughput.png)

根据上面的实验结果可知，随着节点数量的增加，共识时延也以比较缓慢的速度增加。这是因为在单跳无线网络中，节点采用广播的形式传输消息。因此，当节点拥有相同的网络带宽限制时，节点传输区块的时间是非常接近的。但是，随着节点数量的增加，用于确认区块的签名数量会成比例增加。因此，所有验证区块的节点需要验证更多的部分签名，并且聚合成完整签名的也需要更高的阈值。最终结果表明，随着节点数量的增加，验证节点需要更多的计算时间验证签名和收集更多的部分签名来聚合形成完整签名。当区块大小固定且共识时延增加时，我们的平均吞吐量会降低。结果显示，即使节点数量增加到1000时，平均吞吐量也是大于4000TPS，因此，我们的协议仍然具有较好的扩展性。

## 6.4 Bandwidth

我们实验分析了带宽对于共识时延和平均吞吐量的影响。我们分别测试了带宽从 $10Mbps$ 增加到 $130Mbps$ 时的共识时延和平均吞吐量，并且用四种不同的区块大小重复了相同的实验。我们测试了10次共识的平均时延和平均吞吐量，结果如下图所示：

![](bandwidth\_latency.png)

![](bandwidth\_throughput.png)

从上图可知，共识时延随着带宽的增加而下降最后趋于平缓。随着带宽的增加，节点在网络中传输消息的速度变快使得共识时延会降低。同时，随着共识时延降低，协议的平均吞吐量线性增长。最终结果表明，带宽会影响共识协议的性能，带宽越大协议处理交易的效率就越高。

无线网络中敌手可以通过发起攻击影响共识过程，进而影响共识的效率。测试不同敌手能力下我们协议的性能，进一步分析我们协议的抗攻击性。

## 6.5 Sybil Attack

敌手发起女巫攻击，攻击者控制的节点会竞争成为出块节点但并不打包区块或者打包一个无效区块。在我们的协议中，最终会生成并确认一个空块。即使出块节点故障，我们的协议依旧能够继续运行并不依赖出块节点确保协议的安全性。当敌手控制的恶意节点没有成为出块节点时，在共识过程中将不对验证有效的区块进行签名确认。在之前的分析中，我们已经说明了只要敌手控制的投票权不超过安全阈值，最终有效区块一定会被确认，并且添加到区块链上。

我们实验分析了共识协议中，女巫节点百分比对于共识时延和吞吐量的影响。我们分别测试了女巫节点占比从 $5\%$ 增加到 $49\%$ 时的共识时延和平均吞吐量，并且用四种不同的节点数量重复了相同的实验。当女巫节点数量为总数量的 $50\%$ 时，会导致没有足够数量的部分签名而无法确认任何区块，最终导致协议瘫痪。因此，我们测试最大的女巫节点占比为 $49\%$。我们测试了10次共识的平均时延和平均吞吐量，结果如下图所示：

![](Sybil\_Attack.png)

上图实验结果显示，共识时延不会随着女巫节点的百分比的增加而明显增加。当女巫节点当选为出块节点，在当前轮会最终确认一个空块。由于空块比较小传输比较快，因此生成空块轮的共识时延会比较小。最终结果表明，生成空块会使得平均共识时延降低。但是，吞吐量不会随着女巫节点数量的增加呈现较大波动。这是因为随着攻击者投入越多，女巫节点当选为出块节点的概率会增加，生成空块的次数会增加。由于空块中并不包含任何交易且共识时延会比较低，因此平均交易吞吐量不会发生较大的变化。最终结果表明，我们的协议面临女巫攻击具有较好的活性和性能。

## 6.6 Jamming Attack

敌手可以通过发起阻塞攻击影响无线网络中消息的传输，最终影响区块的传输和确认过程，导致最终无法实现区块最终性。通过之前的分析可知，我们的协议具有较好的阻塞攻击抗性。每个节点会维护一个敌手攻击窗口的估计，从而保证最终有很高的概率能够实现区块的传输、验证和最终确认的过程。

我们实验分析了共识协议中，攻击能力为 $(1-\epsilon)\*T$ 的攻击者发起阻塞攻击时对共识时延和平均吞吐量的影响。假设攻击者发起攻击时将在任意 $T$ 轮中阻塞连续 $(1-\epsilon)\*T$ 轮。我们分别测试了在敌手具有不同攻击能力 $\epsilon = 0.1$ 到 $\epsilon = 0.5$ 时的共识时延和平均吞吐量，并且用四种不同的节点数量重复了相同的实验。我们测试了10次共识的平均时延和平均吞吐量，结果如下图所示：

<font color = red>测试的结果绘图</font>

从上图可知，随着 $\epsilon$ 的增加共识时延降低，这是因为随着 $\epsilon$ 的增加，敌手发起攻击的频率会降低。当$\epsilon$ 的增加时，节点收集部分签名聚合成完整签名的所需要的时间会降低，从而使得共识时延降低了。此外，平均吞吐量会随着$\epsilon$ 的增加而增加。由于区块大小固定且共识时延降低，会使得平均吞吐量增加。针对敌手发起的连续阻塞攻击，我们协议中每个节点都会维护一个敌手攻击时间窗口的估计，因此可以动态调整确认超时阈值。这个机制确保了即使敌手发起阻塞攻击，我们的协议也会最终确认区块。最终结果表明，节点维护的敌手窗口估计可以恒昊的抵抗连续阻塞攻击。

# Conclusion and Future Research

在本文中，我们提出一个适用于无线网络的区块链协议——稳定共识协议。这个协议可以建立在可信的门限签名机制和安全高效的出块节点选举机制上。此外，我们的协议可以有效的抵抗双花攻击、女巫攻击和阻塞攻击。分析和仿真结果显示了稳定共识协议的安全性和高效性。在未来，我们将研究多跳无线网络下的稳定共识协议，并且探索更加安全高效的抵抗区块链协议面临的各种攻击。
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